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Artificial Intelligence: Definition

AI is a family of technologies and scientific field that enables/studies: 
(i) automation, (ii) acceleration, and (iii) extreme scalability of human (i) 
perception, (ii) reasoning, and (iii) decision making.
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Artificial Intelligence: Categories

● Narrow AI - focused, specialised intelligent behavior approximating human 
performance.

● Extended AI - outperforming human in specialised intelligent behavior in 
scale, speed, precision or reliability and robustness.

● General AI - holistic intelligent behavior in general sense (creativity, 
intensionality, transfer learning capability)

● Super AI - outperforming humans in the general AI in scale, speed, etc.
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Artificial Intelligence: Approaches

● Symbolic AI (GOFAI) - AI solvers, automated reasoning, planning & 
optimisation

● Statistical AI - machine learning (e.g., neural networks, deep learning)
● Distributed AI - game theory, multiagent systems, decentralised control
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What is Natural Language Processing?
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Natural Language
● Any language that has evolved naturally in humans through use and 

repetition without conscious planning (e.g., speech, written text).
● Contrast formal mathematical notation, coding languages.

Natural Language Processing (NLP)
● The application of computational techniques to the processing, analysis and 

synthesis of natural language (e.g., translation, QA, speech recognition).
● Different levels of NLP analysis.
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Applications: Summarization
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Applications: Sentiment Analysis
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Applications: Machine Translation
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Applications: Text Completion
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Dialogue Systems (Chatbots)
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NLP Paradigms
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● Symbolic NLP (since fifties)
● Rise of Statistical NLP (since late eighties)

○ Probabilistic approaches
○ Linguistic corpora

● Fully supervised machine learning (since nineties)
○ Traditional ML - heavy reliance on feature engineering.
○ Deep neural networks - architecture engineering and need for (extremely) large datasets.

● Pre-train -> Fine-tune paradigm (since 2017)
○ A model with a fixed architecture is pre-trained as a language model (LM), predicting the probability of 

observed data.
○ A language model is than adapted to different downstream tasks by introducing additional parameters and 

fine-tuning them using task-specific data and objective functions.
● Pre-train -> (Fine-tune)? -> Prompt paradigm (since 2021)

○ Prompt engineering - Downstream tasks are reformulated to look more like those solved during the LM 
pre-training.

○ Instruction following, RLHF - Pre-training is followed by instruction tuning which lessens the burden of prompt 
engineering.
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What is a Large Language Model?
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● Language modeling involves the creation of models for predicting the 
likelihood of a sequence of tokens in a specified vocabulary.

● There are generally two kinds of language modeling tasks:
○ autoencoding (masked language) tasks
○ autoregressive tasks

● Modern LLMs are usually based on the Transformer architecture.

● The defining feature of LLMs is their large size and large training datasets 
which enables them to perform complex language tasks.
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What is a Large Language Model?

● An LLM such as BERT or Llama consists of two main components:
○ parameters (e.g., a single large file)
○ code to run the model (e.g., a C program)

● The parameters and the program (compiled) can be run,
e.g., on your Macbook to generate text (completions).

● The expensive and (hugely) involved piece is obtaining
the parameters.

NOTE: A model such as GPT-4 has the same components, 
but you do not get access to them (i.e., you only get API).
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LLM Pre-training

● Large corpus (e.g., 10TB of text) of internet data (i.e., noisy, dubious quality)
● GPU cluster (e.g., 5-10k GPUs for 2 weeks) that costs in millions of $
● The resulting parameters can be thought of as a “lossy compression” of the 

corpus (e.g., 10TB -> 140GB)
● While this sounds involved pre-training of the state-of-the-art models (e.g., 

GPT-4, Claude) is about an order more expensive.
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Weakly Supervised Tasks ~ Fact Memorization
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From Next Word Prediction (Completion) to Assistant

● We start from the pre-trained model and fine-tune it.
● For fine-tuning we require much smaller but high-quality dataset of the kind of 

interactions we expect the model to be performing.
○ Question-answer pairs
○ Dialogue examples

● LLM adapts to the new format of “completions” which are now “responses” 
while mostly retaining the knowledge acquired during pre-training
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Improving the Quality of Assistant’s Responses

● It is comparatively cheaper to auto-generate multiple responses and select 
the best one versus manually creating desired responses.

(a)

(b)
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Labeling Instructions

Link to the paper

(p. 37 has labeling 
instructions)
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https://cdn.openai.com/papers/Training_language_models_to_follow_instructions_with_human_feedback.pdf
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LLM Training Summary

● Pre-training
○ Large dataset of internet data (~10TB of text)
○ GPU cluster, e.g., 5-10k GPUs for 2 weeks (~$2 million)
○ As a result you get the base LLM

● Fine-tuning
○ Collect (or manually create) high-quality data set of example interactions (10k-100k examples)
○ Much smaller infrastructure required
○ As a result you get the assistant LLM

● Reinforcement Learning from Human Feedback
○ Labelling instructions
○ Create high-quality data set of comparisons of generated answers
○ As a result you get a better-aligned assistant LLM
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Example in the Legal Domain (RAG)
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● Suppose there is a Thai restaurant in one part of the city and an Indian restaurant in 
another part having a single owner.

● The question is if these can be treated separately or if they need to be understood as a 
single business.
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Direct Explanations
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This looks good but how about …

● Factuality

● Clarity

● Relevance

● Information Richness

● On-pointedness
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Research Questions

(RQ1) What are the limitations of generating explanations directly with GPT-4?

(RQ2) Does the quality of the explanations improve if the prompt provided to GPT-4 
is augmented with relevant information retrieved from case-law and what are 
the properties of explanations generated in this way?
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Systems Architecture
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Prompts
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Evaluation
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Short Explanation Preferences
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Long Explanation Preferences
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Conclusions

● Direct application of the LLM produced seemingly high-quality explanations 
at the surface level, certain limitations were discovered upon performing 
in-depth analysis. 

● The most serious limitations were related to factuality of the produced 
explanations (e.g., citing non-existing case-law). 

● The augmentation of GPT-4 with a legal information retrieval (IR) component 

○ significantly enhanced the explanations' quality across all the studied dimensions (e.g., 
factuality, clarity, on-pointedness), and 

○ overcomes the issues relating to hallucinations.
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ARTIFICIAL INTELLIGENCE (AI) VS MACHINE LEARNING (ML)

• The ability of a machine to display human-like capabilities 
such as reasoning, learning, planning and creativity. 

Artificial Intelligence

• The ability to generate new data samples that resemble 
training data.

Generative AI 

• A type of AI that focuses on the use of data and 
algorithms to imitate the way humans learn.

Machine Learning



AI: USE AND APPLICATION ACROSS INDUSTRIES

 Web search engines

 Digital personal assistants

 Speech and face recognition

 Smartphones

 Machine translations

 Smart homes, cities and infrastructure

 Autonomous cars, navigation systems

 Drones

 Cybersecurity

 Online shopping and advertising



BENEFITS OF AI

Increased 
Efficiency and 
Productivity

Improved 
Decision 
Making

Automation
Enhanced 
Customer 
Experience

Better 
Resource 

Management

Innovations in 
Education

Safety and 
Security

Environmental 
Sustainability

Assistance for 
People with 
Disabilities

Innovations in 
Research and 
Development



AI IN THE PRACTICE OF LAW

 Legal Research and Case Management

 Document Review, Contract Tasks

 Due Diligence

 Predictive Analytics

 eDiscovery

 Legal Compliance and Risk Management

 Virtual Legal Assistants and Chatbots

 IP Management

 Alternative Dispute Resolution (ADR)

 AI powered Self-Help Tools 



NAVIGATING THE IMPACT OF AI

Unemployment 
and Job 
Displacement

Social 
Inequality

Ethical 
Concerns

Dependency 
and Reliability

Loss of Human 
Skills and 
Creativity

Environmental 
Impact

Social Isolation



RESPONSIBLE USE OF AI BY LAWYERS

"To adhere to current requirements and prepare for future
regulations, leading companies are instituting Trusted AI
programs that embed clear guardrails across the
organization and continually adapt to address new,
evolving risks. With the right governance, policies, and
controls, organizations can strike the right balance
between being bold, fast, and responsible to accelerate the
value of AI with confidence.“

Source: Steve Chase, AI and Digital Innovation Vice Chair, KPMG 
U.S.



AI GOVERNANCE

 Data Protection Laws (GDPR, CCPA etc.)

o US AI legislation

o EU AI Act

 Anti-Discrimination Laws

 Consumer Protection Laws

 Intellectual Property Laws

 Sector-Specific Regulations

 Autonomous Vehicles

 Government Oversight and National Security

 Ethical Guidelines



OECD AI GOVERNANCE PRINCIPLES

 Inclusive Growth, Sustainable Development, and 
Well-being

 Human-Centered Values, Rights and Fairness

 Transparency and Explainability

 Robustness, Security, and Safety

 Accountability

Source: https://oecd.ai/en/ai-principles

 Privacy and Data Governance

 Openness and Collaboration

 Responsible AI Research and Innovation

 AI Skills and Workforce Adaptation

 International Cooperation



AI PRIVACY AND SECURITY 
CONSIDERATIONS

Data Protection

Data Security

Bias and Fairness

Confidentiality

Regulatory Compliance

Due Diligence



OPERATIONALIZING PRIVACY FOR AI

Ensure compliance with privacy regulations

Implement procedure for data inventory

Establish legal foundation for usage

Conduct evaluations

Formulate AI policies

Foster awareness of automated decision-making and profiling regulations



NIST: PRACTICAL TIPS FOR AI DATA AND PRIVACY MANAGEMENT

Determine the 
level of risk you 
can accept

1

Identify the tools 
and controls 
suitable for your 
company

2

Implement 
standardized, 
measurable 
controls

3

Authorize or 
accept the risk

4

Zero risk is 
unattainable
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